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Orthogonal basis

A basis {eq, ..., e, } is orthogonal with
respect to a if a(e;, e;) = 0 forall i # j.

Vectors v and v are orthogonal (u L v) if

a(u,v) = 0.



Constructing of orthogonal basis

Let {eq,...,¢,} beabasisinVand A a
matrix of a.

Suppose A, is a matrix of a |y, , where
Vi, = (eq,..-,€e,). Anumber §, = det A is
a corner minor of A of order k.

Also, let V; =0, 6, = 1.



Gram-Schmidt Orthogonalization
Procedure: Theorem

If all corner minors are non-zero (4, # 0,
1 < k < n), then 3! a unique orthogonal
basis {f;, ..., f,,} of V'such that

fk€€k+vk_1, 1§k’§’l’l/

Also, q(fi) = o fur fi) = 52

k-1




Gram-Schmidt Orthogonalization
Procedure: Proof

Inductionbyn.n=1: q(f;) =6 = g_;

n>1:Let{f,...,f, 1} bethe basis for
V.4, that satisfies the conditions.
We construct then

n—1
fn :en—i_z)\gfj S en+Vn—1
j=1

Observe that ¢(f;,) = , k=1,.

—1.



Gram-Schmidt Orthogonalization
Procedure: Proof

Hence, A\{, ..., A,,_; are determined by the
orthogonality condition:

0=alf,, fi) =ale,, fr) + A\ea(fr)

Since f,, ¢ V., ,, we see that {f;,..., f,,}
IS a basis of V.



Gram-Schmidt Orthogonalization
Procedure: Proof

It remains to check that ¢(f,,) = 5
Consider the transition matrix C:
(f1s-s fr) = (€9, ..., €,)C. Moreover,
det C' =1 and

det A’ = det (CTAC) = det A.
Besides, A" = diag(q(f;),...,q(f,))- It

implies o, = q(f;) - ... - q(f,,) and the
same for d,,_;.

n—1




Normal Form

Let k = C. Then, by scaling basis vectors
and after a suitable permutation a form
q(x) assumes a normal form z% + ... + 22,

where r = rk ¢ Is invariant.

Let k = R. Here we obtain
gz) =+ ...+ 2% — T — - — Toup
where k +1 =rk ¢ is invariant.



Positive and Negative Definite Quadratic
Forms

A quadratic form ¢ is positive definite if
q(z) > 0 for all x # 0, and negative
definite if g(x) < 0 for all x # 0.

fg(z) =2 +..+2f—ai  —...—x2,
then

k = maxg -odim U.
Proof: q |<61 ..... ek>> 0 and q |<ek s en>§ 0.



The Law of Inertia

Numbers & and [ in a normal form

g(x) =5+ ...+ 25 —z5 , — ... —zz,, dO
not depend on a basis (these positive
and negative indices of inertia are
invariants of g(x)).

Jacobi Method for k = R

If all 6, # 0 for a real q(z), then [ = the
number of changes of sign in 1,6y, ...,9

n:



