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Euclidean Vector Space

A real vector space 𝑉 equipped with a
positive definite symmetric bilinear form
is called Euclidean.

This bilinear form is called an inner
product and is denoted by (⋅, ⋅).

It allows to calculate lengths and angles:

‖𝑥‖ = √(𝑥, 𝑥), cos∠(𝑥, 𝑦) = (𝑥, 𝑦)
‖𝑥‖ ⋅ ‖𝑦‖

.



Some Examples

ℝ𝑛 with the standard Euclidean inner
product (𝑥, 𝑦) = 𝑥1𝑦1 + … + 𝑥𝑛𝑦𝑛.

The space 𝐶[𝑎, 𝑏] with

(𝑓, 𝑔) = ∫
𝑏

𝑎
𝑓(𝑥)𝑔(𝑥)𝑑𝑥.

Cauchy-Bunyakowski-Schwarz Inequality:

|(𝑥, 𝑦)| ≤ ‖𝑥‖ ⋅ ‖𝑦‖.



Gram Matrix

The Gram matrix of a system of vectors:

𝐺(𝑣1, … , 𝑣𝑘) =
⎛⎜⎜⎜⎜⎜
⎝

(𝑣1, 𝑣1) (𝑣1, 𝑣2) … (𝑣1, 𝑣𝑘)
(𝑣2, 𝑣1) (𝑣2, 𝑣2) … (𝑣2, 𝑣𝑘)

⋮ ⋮ ⋱ ⋮
(𝑣𝑘, 𝑣1) (𝑣𝑘, 𝑣2) … (𝑣𝑘, 𝑣𝑘)

⎞⎟⎟⎟⎟⎟
⎠

If {𝑒1, … , 𝑒𝑛} is a basis of 𝑉, then

𝐺(𝑒1, … , 𝑒𝑛) = Mat((⋅, ⋅)).



Gram Matrix: Theorem

For any 𝑣1, … , 𝑣𝑘 in a Euclidean space 𝑉
det 𝐺(𝑣1, … , 𝑣𝑘) ≥ 0 and = 0 iff 𝑣1, … , 𝑣𝑘

are linearly dependent.

Proof: ∑𝑛
𝑗=1 𝜆𝑗𝑎𝑗 = 0 ⇒ for all 𝑘 = 1, … , 𝑛

∑𝑛
𝑗=1 𝜆𝑗(𝑎𝑗, 𝑎𝑘) = 0 ⇒ det 𝐺(𝑣1, … , 𝑣𝑘) = 0.

If 𝑣1, … , 𝑣𝑘 are linearly independent, then
they form a basis of a subspace 𝑈 in 𝑉.
Then Mat((⋅, ⋅) ∣𝑈) = 𝐺(𝑣1, … , 𝑣𝑘) > 0.



Orthonormal Basis

A basis {𝑒1, … , 𝑒𝑛} is called orthonormal
if (𝑥, 𝑦) = 𝑥1𝑦1 + … + 𝑥𝑛𝑦𝑛.
It is equivalent to any of the following
conditions:
• (𝑥, 𝑥) = 𝑥2

1 + … + 𝑥2
𝑛

• 𝐺(𝑒1, … , 𝑒𝑛) = 𝐸(= Mat( Id))
• (𝑒𝑖, 𝑒𝑗) = 𝛿𝑖𝑗

• (𝑒𝑖, 𝑒𝑗) = 0 and ‖𝑒𝑘‖ = 1.



Transition Between Orthonormal Bases

Suppose {𝑒1, … , 𝑒𝑛} is orthonormal and

(𝑒′
1, … , 𝑒′

𝑛) = (𝑒1, … , 𝑒𝑛)𝐶.

Then the matrix of (⋅, ⋅) in {𝑒′
1, … , 𝑒′

𝑛} is

𝐶𝑇𝐸𝐶 = 𝐶𝑇𝐶.

Therefore, {𝑒′
1, … , 𝑒′

𝑛} is orthonormal, iff

𝐶𝑇𝐶 = 𝐸.



Orthogonal Matrices

The matrices 𝐶, s.t. 𝐶𝑇𝐶 = 𝐸, are called
orthogonal. It implies that det 𝐶 = ±1.
The definition is equivalent to any of the
following conditions:
• 𝐶−1 = 𝐶𝑇

• 𝐶𝐶𝑇 = 𝐸
• (𝐶𝑥, 𝐶𝑦) = (𝑥, 𝑦) for any 𝑥, 𝑦 ∈ 𝑉
• rows (and columns) of 𝐶 are pairwise
orthogonal and have length 1.



Orthogonal Projection and Component

Suppose 𝑈 ⊂ 𝑉, then (⋅, ⋅) ∣𝑈> 0.
It implies that 𝑉 = 𝑈 ⊕ 𝑈⟂, which follows
that any 𝑥 ∈ 𝑉 can be uniquely written as

𝑥 = pr𝑈𝑥 + ort𝑈𝑥, pr𝑈𝑥 ∈ 𝑈, ort𝑈𝑥 ∈ 𝑈⟂.

pr𝑈𝑥 is the orthogonal projection of 𝑥
on(to) 𝑈, ort𝑈𝑥 is the orthogonal
component of 𝑥 with respect to 𝑈.



Orthogonal Projection and Component

Suppose {𝑒1, … , 𝑒𝑘} is an orthogonal
basis of 𝑈 ⊂ 𝑉. Then

pr𝑈𝑥 =
𝑘

∑
𝑗=1

(𝑥, 𝑒𝑗)
(𝑒𝑗, 𝑒𝑗)

𝑒𝑗.

Clearly,

ort𝑈𝑥 = 𝑥 − pr𝑈𝑥 = 𝑥 −
𝑘

∑
𝑗=1

(𝑥, 𝑒𝑗)
(𝑒𝑗, 𝑒𝑗)

𝑒𝑗.


