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Vector Spaces

A set V'with operations of addition
+: V x V — Vand scalar multiplication
-+ kx V — Vis a vector space over k, if
for all v,vy,v5,v53 € Vand A\, u € k

- (V,4) is Abelian group and
© (Ao = A()

(A p)v= v+ pw

" Ay +vg) = Avg + Avy

1l-v=w.



Exercises/Examples

-0-v=0and (—1)v=—vforanyv eV
- V=0,V =k are vector spaces
V=K'= {(2,75,...,2,) | z; €k} s
a vector space, where

Mz, Ty, ..oy x,) = (AT1, AZy, ..., AT,
and (zq,Zq, ..., x,) + (Y1, Yoy oo, Yp) =
= (T1 T Y1, Ty + Y5 Tpy T Yy,)

- Mat,, (k) is a vector space.



Linear Independence

- a linear combination of {v,},c -

> gAY (called trivial if all A; = 0)
- a system {v;},.; is called linearly
dependent if there exists a non-trivial
linear combination ZjEJ A, =0

- Otherwise, it is linearly independent.



Basis and Dimension

- A basis of Vis maximal linearly
Independent system

- Vis finite dimensional if there exists a
finite basis

- If V'is finite dimensional then all
bases consist of the same number of
elements

+ This number dim V'is called the
dimension of V



Basis and Dimension

- A linear span of a subset S Cc Vis a
set (S) of all finite linear
combinations of elements from S

- If {eq,...,e, } is abasis of V, then
V={e,...,e,)

- IfV ={(eq,...,e,) and dim V = n, then
any vector v has a unique
representation v = v;e; + ... + v, e,



Coordinates of vectors

- IfV ={eq,...,e,), dimV =n, and

v =wv.€e; + ... + v,e,, then numbers
vy,...,v, are called coordinates of a
vector v in the basis {eq,...,e,}

- Usually we write a vector as a column:



Basis and Dimension: Examples and
Exercises

- dim R" =n; e; = (1,0,...,0),e5 =
0,1,0,...,0),...,e,, = (0,...,0,1) are
its standard basis vectors

- dim Mat, (k) = n? with basis matrices
E,; (matrices with 1 at the position
(i, 7) and zeros anywhere else)

- Vectors (1,1) and (1,—1) also form a
basis of R?



Linear Maps

- F:'V — Wis a linear map of vector
spaces if

Flayvy + aguy) = a1 F(vy) + ag F(v,)
for any vectors v, v, and numbers

ay, as.

- An isomorphism is a bijective linear
map.



Isomorphisms: Lemma

Any n-dimensional space Vover k is
Isomorphic to k™

Proof: Suppose V = (vy, ..., v,,) and
{e4,..., e, } Is the standart basis in k™.
Then F(v;) =e;, j=1,...,n, defines an
isomorphism F: V — k",



Linear Maps and Coordinates

- Suppose F: V — Wis a linear map
and Vhas a basis {ey, ..., e, }

- Then its image Im F'is a subspace in
W, generated by F(e;), ..., F(e,,)

“Ifv=(vq,...,v,)" €V, then



Linear Maps and Coordinates

“Ifv=(vy,...,v,)" €V, then

- It is a matrix form of a map F
cdimIm F=rk F



Theorem

Suppose F: V — Wis a linear map and
ker F ={v eV | F(v) =0} is its kernel.
Thendim Im F +dim ker F'=dim V

Proof: Suppose {e;, ..., €.} IS a basis of
ker Fand {e;,...,e., €4, 1,...,€,} IS a
basis of V.

ThenIm F = (F(ey,q),..-, Fl(e,)) and it
remains to prove that these vectors are
linearly independent.



Suppose
MF(epq) + .o+ A1 F(e,) =0.
Then
FM\epy + o+ N\, re,) =0,

thatis, \jepq + ... + A, e, € ker FlItis
possible iff



Problem 1

(a) Prove that vectors e; = (1,1) and
e, = (1,—1) form a basis in R?

(b) Suppose v; = (2,1)t in the basis
{e1,e5}. Find its coordinates in the
standard basis.

Solution: (a) det (e;,eq) = —2#+0
(b)
v, =2e; ey =2(1,1) 4+ (1,—1)" = (3,1)".



Problem 2

Prove that dim k[z],, =n + 1 and
k[z],, = (1, 2,22, ...,z").

Solution:

p(z) =a,z" +a, (2" 1 +..+a;x+ag
implies that klz],, = (1,z,22%, ..., 2"™);

A system {1,z,22,..., 2"} is linearly
Independent since

a,z" +a, 12"+ ...+ a;x+ag=0iff

all a; = 0.



Problem 3

Prove that dim k[z] = co and
kx] = (1,z,22,...).

Solution: Any

p(r) =a,x" +a, ("1 + ...+ a7+ a
implies that klz] = (1, 2,22, ...)

We can not restrict the number of basic
monomials!



Problem 4

(a) Suppose ki is a field and F C k is its
subfield. Then k is a vector space over [.
(b) In particular, C is a 2-dimensional
vector space over R.

Solution: (a) Obviously
(b) C = (1,4), since any z = a + bi. And
alsoa+bi=0iffa=5b=0.



Problem 5

Suppose that k is a finite field with
char k = p. Prove that |k| = p™ for some
number n.

Solution: Obviously, Z,, is a subfield of k.
Then k is a vector space over Z,,. Let
dimz k= n.Then |k| = p".



Subspaces

Suppose U, Vare subspaces of W. Here
are some facts and definitions:

- UNVis also a vector space

U+ V=A{u+v|luelU,veV}

- A basis of Wagrees with U, if U is a
span of some basis vectors

- That is, U is a coordinate subspace of
W with respect to this basis



Theorem on 2 subspaces

Prove that there exists a basis of W that
agrees with subspaces of U,V C W.

Proof:

Suppose, that (e, ..., ex) IS a basis of
UNV, (€1, s€x€xe1s--,€p,) IS a basis of
U,and (eq, ..., €, €511, 5 €pm k) 1S A
basis of V. Here dim(U NV) = k,

dim U = p, dim V = m.



Theorem on 2 subspaces: proof

It remains to prove that {e;, ..., e, 1}
Is a linearly independent system. Then
we can complete it to a basis of W.
Assume that Z?Z”*k Ae; = 0. Consider

the vector
p+m—~k

x:zp:Ajej:— > Ne,eUNV.
j=1

Jj=p+1

Itimplies thatz = 0 and all A; = 0.



Problem 6

Suppose U, Vare subspaces of W. Prove
that

dim(U +V) =dim U +dim V —dim (UNV)

Solution: In the notation of the theorem,
the vectors ey, ..., € form a basis of
U+V.

Then dim(U 4+ V) =p+m — k.

p+m—~k



Linear Independence of Subspaces

The subspaces Uy, ..., U, of Vare linearly
independent if u; +... +u, =0, u; € U,
implies that u; = ... = u, = 0.

The following properties are equivalent:
- Uy, ..., U, are linearly independent;

- the union of bases of Uy, ..., U, IS
linearly independent;

dim(U; + ... + U,) = dim U; + ... + dim U,



Direct Sum

A space Vis decomposed into the direct
sum of its subspaces Uy, ..., U, if

- Uy, ..., U, are linearly independent;
-V=U+..4U,.
We denoteithy V =U; & ... ® U,.
Decomposition v = uy + ... + uy, IS
uniquely determined, and u; is a
projection (not orthogonal!) of v on U;.



Problem 7

- Prove that
R? =U; @ U, == ((1,0)) ®((1,1));

- Find the projections (2,2) on Uy, U,
Solution: The 1st part is easy: the vectors
(1,0) and (1, 1) form a basis of R2.

The 2nd part: (2,2) =0-(1,0) + 2(1,1).
The projections are (0,0) and (2,2).



